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Psych 229:
Language Acquisition

Lecture 7
Categories & Models

Gómez & Lakusta 2004: Categorization

Category abstraction taskCategory abstraction task

Previous work (Previous work (aXaX, , bY bY paradigm)paradigm)

Gómez & Lakusta 2004: Categorization

WhatWhat’’s going on (s going on (aXaX, , bY bY paradigm) - aparadigm) - a  2 step process2 step process

InitialInitial  AssociationAssociation
aa --> X (with cue),  --> X (with cue), bb --> Y (with cue) --> Y (with cue)

Category Membership (abstract)Category Membership (abstract)
D1 is type D1 is type aa since since  it goes with Xit goes with X

- how is D1 like- how is D1 like  other other aas?s?
D2 is type b since it goes with YD2 is type b since it goes with Y

  - how is D2 like other - how is D2 like other bbss??

Gómez & Lakusta 2004: Categorization
17-month olds can do both steps17-month olds can do both steps

What about younger children?What about younger children?

7- 12 month abilities: previous work7- 12 month abilities: previous work

So letSo let’’s look at 12-month oldss look at 12-month olds……

Gómez & Lakusta 2004: Categorization
General procedureGeneral procedure Novel Novel ““vocabularyvocabulary””

Basic (Example) Task:Basic (Example) Task:
DataData
  alt,   alt, ush ush -->-->  2-syllable words2-syllable words
    ongong, , erd erd --> 1-syllable words--> 1-syllable words

1)1) Notice correlation.Notice correlation.
2)2) Realize Realize nn-syllable -syllable abstraction.abstraction.
3)3) Form new rules:Form new rules:

e.g. e.g. alt/ush alt/ush --> 2-syllable word--> 2-syllable word
4)4)  Apply new rule to new items.Apply new rule to new items.

Gómez & Lakusta 2004: Categorization
Fair amount of data, short exposureFair amount of data, short exposure
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Gómez & Lakusta 2004: Categorization
Expt Expt 1: infants make the association (familiarity preference)1: infants make the association (familiarity preference)

Infants can make abstract rule and apply it new items. But whatInfants can make abstract rule and apply it new items. But what’’s thes the
relationship of this torelationship of this to  ““realreal”” categorization? categorization?

Gómez & Lakusta 2004: Categorization

Expt Expt 2: Noisy data (more like real life)2: Noisy data (more like real life)

83/17: yes!83/17: yes!          67/33: no67/33: no

Question: Familiarization vs. novelty preference?

Question: How would adults do in these tasks?
(ref: Hudson Kam & Newport 2005)

So 12-month oldsSo 12-month olds  can make & applycan make & apply
this kind of rule (evidenced by novelthis kind of rule (evidenced by novel
test items)test items)

Abstraction = # of syllables (howAbstraction = # of syllables (how
realistic is this?)realistic is this?)

Gómez & Lakusta 2004: Categorization

Threshold for generalizationThreshold for generalization

Gómez & Lakusta 2004: Categorization

Options for Learning:Options for Learning:

1)1) Learn the rule for the moreLearn the rule for the more
dominant data type, learndominant data type, learn
individual items for less dominant.individual items for less dominant.
(67/33 case: both (67/33 case: both ““lessless”” dominant) dominant)

1)1) Ignore less dominant data as noiseIgnore less dominant data as noise
and learn nothing and learn nothing for those itemsfor those items..

2)2) Learn rules probabilistically?Learn rules probabilistically?
(67/33 case)(67/33 case)    - forced choice- forced choice
between two options might notbetween two options might not
reveal this level ofreveal this level of  probabilityprobability
distinctiondistinction

Gómez & Lakusta 2004: Categorization
What distribution information is used?What distribution information is used?

How long will they wait before How long will they wait before ““backingbacking
offoff”” to another source of information? to another source of information?

Still, some level of noise tolerance (= good)Still, some level of noise tolerance (= good)

Marginal decrease from 83/17 to 67/33?Marginal decrease from 83/17 to 67/33?

Decay under noiseDecay under noise

Gómez & Lakusta 2004: Categorization

Main conclusion about categorizationMain conclusion about categorization

Noun, VerbNoun, Verb……

Will distributional learning getWill distributional learning get  us here?us here?
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Gómez & Lakusta 2004: Categorization
Discussion questionsDiscussion questions

Relation to bilingual learning: if children are equipped to learn the predominant
structure (assuming it’s more than 83% of the data), what does this mean for
bilingual children where the data distributions are far messier?  (Related question:
what if the two languages have different structures?)

Artificial language vs. real language situations: How valid are artificial language
results for explaining real language learning, especially since artificial languages
are missing so much information available in real languages?

   Related: Is distinguishing between one and two-syllable words a realistic
analogy for categorization?

Mintz 2003: Frequent Frames
Just to remind us of the problem again in more detailJust to remind us of the problem again in more detail……

Mintz 2003: Frequent Frames

What information shouldWhat information should
children be tracking?children be tracking?

How about local linguistic environments?How about local linguistic environments?

Mintz 2003: Frequent Frames
Frequent framesFrequent frames

X X __Y:Y:
      categorize  allcategorize  all    __    togethertogether

18-month olds can use non-adjacent information18-month olds can use non-adjacent information

And lexical items are salientAnd lexical items are salient

Mintz 2003: Frequent Frames

Better than Better than bigramsbigrams
(transitional probability)(transitional probability)

……more informativemore informative  byby
themselvesthemselves

The plan: AreThe plan: Are  frequent frames a useful strategy on real data?  Do theyfrequent frames a useful strategy on real data?  Do they
yield the right information?yield the right information?

Mintz 2003: Frequent Frames
6 corpora6 corpora

Using 45 as absolute cut-off forUsing 45 as absolute cut-off for  ““frequentfrequent”” frame frame

““precisionprecision””

evaluation metricsevaluation metrics

““recallrecall””

*Do we believe these are a realistic representation of data children hear outside the laboratory?
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Mintz 2003: Frequent Frames Mintz 2003: Frequent Frames
““precisionprecision””

““recallrecall””


