Psych 229:
Language Acquisition

Lecture 11
Speech Perception

Vallabha et al. (2007):

Statistical Learning of Phonemic Contrasts
The input

Important: It's not labeled
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The nature of the learning algorithm: incremental

Use incremental Expectation Maximization (EM)
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Testbed: Category emergence for English & Japanese vowel contrasts

Trajectory: 6 month olds have language-specific vowel distinctions

How a statistical method might work bimodal

unimodal

Motherese makes acoustic
properties more salient
1 % bimodal
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A quick look at formants (F1, F2)

F1: depends on whether the sound is more open or closed.
(Varies along y axis.) F1 increases as the vowel becomes
more open and decreases as vowel closes.

F2: depends on whether the sound is made in the front or the
back of the vocal cavity. (Varies along X axis). F2 increases
the more forward the sound is.

Idea: As long as speakers use the same values for these
formants, they will produce the same vowel.
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A brief look at Expectation Maximization

Used for finding the maximum likelihood estimates of parameters in
probabilistic models

There are unknown (latent) variables in the model.

Algorithm alternates between doing an expectation step, which computes the
expectation of the likelihood by using the latent variables, and a maximization
step which computes the maximum likelihood estimates using the expected
likelihood found in the previous step. It can then go back to the expectation
step, using the results of the maximization step.
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Learner receives sequence of vowel tokens
M and tried to form categories based off these
from all possible vowel categories (1000)
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Basic |dea: Hypotheses are assigned probabilities based on their
likelihoods of having generated the observed data

Hypothesis probability raised

Hypothesis: 2 categories
high probability of generating data seen

Hypothesis probability lowered

Hypothesis: 1 category
low probability of generating data seen
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Evaluation Metrics
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For each token
-‘responsibility” of each potential category is
calculated

- more responsible categories get larger
i Updates to their means & covariances
% - Mixing probability (measure of success) of
most “responsible” category [estimated] is
8 updated a small amount
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- 50,000 data points to train on
- 2,000 data points tested on

Measure of Success
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What about inter-speaker variation within the same language?
Does that affect the categorization ability?
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Assumption of the OME mode: categories have Gaussian distribution

A model that doesn’t do thi
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Discussion: Do we want
perfect performance in these
models, or do we want flawed
performance since infants
must go through stages of
learning?

Relation to vowel category acquisition

A note on the implementational level
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TOME process Kipati B Xl

Opesation of TOME. On ¢

TOME results
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Now, back to speech acquisition - domain-specific vs. domain-general?

Gaussian distribution assumption
= domain-general bias?

How important is biological
plausibility in the learning
algorithm?




