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The nature of the leaming algorithm: incremental
A brief look at Expectation Maximization


Use incremental Expectation Maximization (EM)

probabilistic models
There are unknown (latent) variables in the model.
Algorithm alternates between doing an expectation step, which computes the expectation of the likelihood by using the latent variables, and a maximization step which computes the maximum likelihood estimates using the expected likelihood found in the previous step. It can then go back to the expectation step, using the results of the maximization step.
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What about inter-speaker variation within the same language?
Does that affect the categorization ability?
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Assumption of the OME mode: categories have Gaussian distribution



A model that doesn't do this: TOME








Hebbian learning: neural network, "cells that fire
Hebbian learning: neural network, "cells that fire
together wire together" - building associations
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TOME process



 Operation of TOME On cach trin teps parillecing those in OME $p$, is be likelifood of the data
 TOME results
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$\square$




How important is biological How important is biological
plausibility in the learning plausibinity

