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One-sentence summary: We report on a breakthrough methodology for conducting large scale economic experiments, connecting laboratory with field research.
We demonstrate the possibility of conducting repeated, multi-game economic
decision-making experiments with hundreds of subjects using entirely mobile
platforms. Our experiment provides important proof-of-concept that such ex-
periments are not only possible, but yield recognizable results as well as new
insights, and are a promising way forward in the post-COVID-19 era, blur-
rining the line between laboratory and field studies. Specifically, our findings
from the 8 different experimental economics games and tasks replicate existing
results despite the fact that subjects play those games/task in a specific
order. We leverage our large subject population to study the effects of large
($n = 100$) versus small ($n = 10$) group sizes on behavior. We can replicate sev-
eral existing findings for small groups, but increases in group size are shown to
matter for the robustness of those findings. Finally, we use our multi-game de-
sign to examine the consistency of strategic sophistication across games and for
correlations in certain measures such as risk and social preferences between
games.

Introduction

Economic decision-making and game theory experiments have traditionally been conducted
with small numbers of subjects in laboratory settings. However, recent advances in cloud-based
platforms and mobile payments mean that laboratory-type studies can now be conducted outside
of the traditional lab space and involve much larger numbers of participants. In this paper, we
report on a break-through, incentivized experimental study involving more than 1,200 university
students playing eight classic laboratory games or individual decision-making tasks. Our ex-
periments took place during a summer camp at Xiamen University in July 2019 (Experiment 1,
633 subjects) and was repeated again with different Xiamen summer school participants in July
2020 (Experiment 2, 585 subjects) during the COVID-19 pandemic. In both sessions, subjects used their own smartphones, tablets, or laptops, and played games using the same cloud-based platform, MobLab (https://www.moblab.com/). They received payments based on their choices via Alipay, the mobile payment platform of Alibaba.

We have several aims in conducting and reporting on this experiment. First, we demonstrate proof of concept that such large scale experimentation can be done entirely using mobile platforms in-person or remotely and yield both recognizable results. Indeed our results with small groups of 2-10 subjects replicate findings from traditional laboratory studies despite the fact that subjects in our experiment play several different games in a sequence (a within-subjects design) as opposed to the between-subjects designs of most laboratory studies. We further demonstrate that our results are not substantially different if we conduct our large scale experiment in-person, as in the 2019 Experiment 1, or remotely as in the 2020 Experiment 2. These encouraging findings support the prospect of conducting efficacious and incentivized human subject experiments remotely online during the COVID-19 pandemic and beyond without sacrificing comparability to results from traditional in-person laboratory experiments.

Second, we leverage our large subject pool to explore how group size differences of 10 subjects versus 100 subjects can matter for the play of three highly scalable classic laboratory games: the $p$-beauty contest game, a voter turnout game, and a linear public goods game. We find some significant differences in behavior between the large and small groups among the three games, suggesting that group size may be an important (and often overlooked) factor in evaluating laboratory findings.

Third, since participants also play five other 2-player games or individual decision tasks, we examine correlations in behavior across all eight games or tasks played to better understand the persistence of subject characteristics across those games. Specifically, in addition to the three games exploring group size effects, subjects also participated in a 2-player ultimatum bargaining
game (1), an individual risk preference elicitation task similar to (2), a 2-player centipede game played 3 times (3), a 2-player trust game (4) and an individual 3-round real-effort task exploring gender differences in compensation schemes (5). Using this rich data set, we examine whether a measure of subject’s strategic sophistication based on the first game they played, the *p*-beauty contest game explains their behavior in the other seven games/tasks, a novel cross-game analysis of strategic sophistication. We find that the greater the strategic sophistication of a subject in the *p*-beauty contest game, the more likely that subject is to be a free rider in the public goods game or to offer very little as the first mover in the ultimatum game. More generally, we look for correlations in outcomes across all 8 games/tasks and find other interesting relationships such as a negative correlation between greater risk aversion and the incidence of free riding behavior.

Finally, we note that, to our knowledge, this study comprises two of the largest synchronous, repeated, multiple game/decision-task experiments with paid human subjects that have ever been conducted. Our experiment is easily replicated by others as we use standard, pre-programmed games (that are easily configurable) available on the MobLab platform.

The idea that group size can matter for experimental results has not gone unnoticed. In one of the earliest studies of the public good game, (6) examined groups of size 4, 10, 40 and 100 and found that average contributions increased with the group size, e.g., from 10 to 100, but only if the marginal per capita return (MPCR) on contributions to the public good was low (0.30). (7) replicate this finding in comparisons of groups of size 4 and 8, but find that larger groups contribute less than smaller groups when the MPCR is high (0.75). (8) report on beauty contest games conducted among the readership of three newspapers resulting in sample sizes of 1,476 to 3,696 participants. (9) study voter turnout in the laboratory in small groups of size 3 as well as in larger groups of up to size 53, while (10) conduct a similar experiment involving groups of size 30 or 300 using an Mechanical Turk’s online workforce. The findings from all of these studies is that group size can matter.² Still, these studies are typically conducted on different dates.
in time or on different populations (laboratory subjects versus newspaper readers, combining several laboratories at once) or lack other elements of control, e.g., newspaper readers can discuss their choices with one another. Thus, an important contribution of our paper is that we conduct the large versus small group treatments *simultaneously* via random assignment of members of a single population to either the small or large group sizes. Thus, our design does not mix populations making better use of random assignment and therefore resulting in a more controlled test of group size effects.

Regarding our other research objective of studying interaction effects *across* games there is also prior work by experimental economists. For instance, (11) identify correlations between risk aversion, time preferences, loss aversion and ambiguity aversion. (12) find non-trivial correlations between “econographic” variables such as risk aversion, over-confidence, etc. Some studies have also tried to identify correlations between observed strategic sophistication levels and the personality traits. Generally speaking, more sophisticated players are more likely to have greater academic training (13), higher cognitive ability (14, 15), and higher intelligence (16). By contrast, there are relatively few studies examining correlations in strategic behavior across games. For instance, (17) and (18) attempt to identify the behavioral correlations between guessing games and the dominance-solvable normal form games but they cannot find robust correlations. Most of the studies exploring correlations in strategic behavior across games involve only two games, whereas we look for interaction effects across eight different games or tasks that have been widely studied.

**Results**

In this section, we present results germane to our specific research aims following the order in which the games were played in our experiment. Methodological details are provided in the Methods section and in the Supplementary Material F.
Large versus Small Group Size Effects

The main treatment variable of our first 3 games, for which group size is scalable, is Large \((N = 100)\) vs. Small \((N = 10)\) group sizes. For each game or task, we relate our findings to those found in the literature.

**Beauty Contest Game**

In our first game, initially studied by (19), participants in each group of size \(N\) simultaneously and without communication guess a number in the interval \([0,100]\). The winning guess is the number closest, in absolute value, to \(p\) times the group average. We set \(p = 2/3\) and the game was played for 3 repetitions (rounds) among unchanging members of a group of size 10 or 100. The winner in each group earned 20 points per round (the prize is evenly split for a tie); everyone else earned 0 points.

Regardless of group size, iterative elimination of dominated strategies results in the equilibrium prediction that all \(N\) players will guess 0.

Figure 1 shows the cumulative distributions of guesses across experiments, treatments, and rounds. We use Kolmogorov–Smirnov (KS) tests to show that guesses in large groups are distributed lower and thus closer to the equilibrium prediction of 0 than in small groups by round 2 of Experiment 1 \((KS = 0.2709, p < 0.001)\) and by round 3 of Experiment 2 \((KS = 0.2450, p < 0.001)\), although the difference is not statistically significant in round 1 (Experiment 1: \(KS = 0.1457, p = 0.080\); Experiment 2: \(KS = 0.0924, p = 0.251\)). This finding is rather intuitive: in larger groups, subjects are primed by the greater competitive pressure to iterate their reasoning further than they would in smaller, less competitive groups.

Other studies (e.g. (8)) have found no statistically significant group size effects in this game, but they have typically compared different subject populations and/or one-shot games. The most similar study (20) compared guesses in a \(p = .7\) beauty contest game by small \((N = 3)\) versus
Fig. 1: Cumulative density function of guesses across different rounds. (A-C) The distribution of guesses in large groups and small groups from Experiment 1 and 2. The numbers of observations are shown in the legends and the median guesses of large and small groups are labeled in dashed lines. The p-values of the Kolmogorov–Smirnov tests for different groups are provided at the bottom of each figure. (D) The means and 95% CI for different groups from round 1 to round 3.
large \((N = 7)\) groups over 10 rounds and found that larger groups played the equilibrium prediction more often than did smaller groups, but their result was not statistically significant.

**Voter Turnout Game**

Our second game is based on the experimental voter turnout study of (9) in which there are two teams of different sizes, in a ratio of approximately 2:1 membership. In Small groups, the majority team has 7 members while the minority team has 3 members. In Large groups, the majority has 67 members to the minority’s 33 members. Members of each team have to simultaneously and without communication decide whether or not to vote. The team with the most votes wins a prize of 100 points, the losing team gets 0 points, and in the event of a tie, both teams get 50 points. Each individual’s cost to voting is private information, known right before voting, and distributed uniformly over the interval \([0, 80]\). Thus, each individual’s payoff was the team prize (100, 50, or 0) minus the voting cost if they voted or 0 if they abstained. The game was played three times by members of the same group, and subjects received feedback at the end of each round on the number of votes cast by both teams and well as the winning team and their own payoff for the round.

This voter turnout game has a number of testable predictions stemming from the Bayesian Nash equilibrium (hereafter, BNE). First, turnout for both teams should decline with the total group size, so it should be smaller in the Large treatment as compared with the Small treatment. Second, regardless of group size, the turnout rate should be higher for the minority team as compared with the majority team in order to offset the size advantage of the latter group (this is also known as the “underdog effect”).

Figure 2 shows mean turnout rates with 95% CIs and BNE predictions across experiments, treatments, and rounds. First, observed turnout is generally much greater than predicted for either team in both the Large and Small group treatments across both experiments. One ex-
Fig. 2: Majority and minority team turnout rates under different electorate sizes. (1A and 1B) The turnout rates for large groups and small groups from Experiment 1. (2A and 2B) The turnout rates for large groups and small groups from Experiment 2. The red curve is the turnout rate for the majority team (with 95% CI). The blue curve is the turnout rate for the minority team (with 95% CI). The dotted lines are the theoretical predictions of the majority and minority turnout rates.
ception is turnout by the minority team in the Small group treatment of Experiment 2, where, in rounds 2 and 3, we find no statistical difference between the mean and predicted turnout rates for the minority team (two-tailed $t$-test Round 2: $t(48) = 0.7996, p = 0.4279$; Round 3: $t(49) = 0.7093, p = 0.4815$).

Second, while in Experiment 1 turnout rates for the majority teams are significantly lower by round 3 in Large groups than in Small groups (Mann-Whitney test of differences, $p$-value = 0.0241), there are no corresponding differences for the minority teams across treatments. Similarly, in Experiment 2 we find no difference in turnout rates for majority or minority teams across treatments ($p > 0.100$ for all three rounds), except for minority team members in round 1. See the Supplementary Material B.2 for a detailed analysis.

Third, counter to equilibrium predictions, we do not observe an underdog effect; turnout rates for the majority team are always higher in both the Large and Small group treatments than for the minority team. See supplementary Table 7 and 8 for details. This finding is nevertheless consistent with many other experimental team participation/voting game studies under majority rule e.g., (21–24).³

**Linear Public Good Game**

Our third game is a linear public good game based on (25). In this game, subjects are assigned membership to a group of size $N = 10$ (small) or 100 (large). In each round, each group member, $i$, is endowed with $\omega$ tokens and must decide simultaneously and without communication how many tokens, $0 \leq x_i \leq \omega$ to contribute to a public good. Player $i$’s payoff in points is given by:

$$\pi_i = \omega - x_i + \beta \sum_{j \in N} x_j$$

Our experiment used standard parameterizations from the literature, where $\omega = 20$ and the marginal per capita return (MPCR) $\beta = 0.3$. The game was played repeatedly for 8 or more
rounds, but we truncate to 8 rounds for comparison across treatments. Following each round of play, subjects received feedback on the group contribution and their own round payoff.

The dominant strategy Nash equilibrium is that subjects contribute 0 to the public good in all rounds due to the fact that the MPCR $\beta < 1$ so that the the marginal return on investments made to the private account (1) dominates that from the public good ($\beta$). However, it is socially optimal if all $N$ players contribute their entire endowment, since $N\beta > 1$. These predictions are invariant to group size, though one might expect contributions to be lower in larger groups owing to the greater temptation to free ride on the contributions of others or the greater perceived social pressures in smaller groups to contribute more (26).

Figure 3 reports mean contributions to the public good as a percentage of subjects’ endowment across experiments, treatments, and rounds. Contributions decrease over time as subjects gain experience. But there is little to no difference in contributions between Large and Small groups over each of the 8 rounds. In neither experiment, we find significant differences in average contributions over all rounds (Mann-Whitney test with pooled data over all 8 rounds, Experiment 1: $p = 0.343$; Experiment 2: $p = 0.405$). These results are generally consistent with the ambiguous effects of group size on public good contributions found in the literature. For instance, a meta-analysis of 27 linear public goods game experiments by (27) found insignificant effects of group size for public good contributions.

The patterns of behavioral types show a key difference of contributions between Large and Small groups. In Large groups we find a greater number of extreme behavioral types in “strong” free-riders (Mann-Whitney test with pooled data over all 8 rounds, Experiment 1: $p < 0.001$; Experiment 2: $p < 0.001$) and altruists (Mann-Whitney test with pooled data over all 8 rounds, Experiment 1: $p < 0.001$; Experiment 2: $p = 0.004$). This greater heterogeneity washes out in the aggregate, resulting in similar average contributions in both the Large and Small groups. See Supplementary Material B.3 for definitions and a detailed analysis.
Fig. 3: Average contribution, proportion of (strong) free-riding and altruists and player classifications in the public good games. (1A-1D) The average proportion of endowment contributed, proportion of (strong) free-riding and altruists (overlaid with 95% CI) across different rounds in Experiment 1 with the p-values from a Mann-Whitney test on pooled data over all eight rounds. (2A-2D) The average proportion of endowment contributed, proportion of (strong) free-riding and altruists (overlaid with 95% CI) across different rounds in Experiment 2 with the p-values from a Mann-Whitney test on pooled data over all eight rounds. (1E and 2E) The classification results of Experiment 1 and 2 with the p-values of $\chi^2$ tests.
Behavior Across Games

In both experiments, the first three games were followed by the next five 2-player or individual decision-making games/tasks in the order played: 4) a 2-player ultimatum game played once (in Experiment 2 we reversed roles and played it twice), 5) an individual Holt-Laury type risk preference elicitation played once, 6) a 2-player centipede game played 3 times, 7) a 2-player trust game played once (in Experiment 2 we reversed roles and played it twice), 8) an individual 3-round real effort task exploring gender differences in compensation schemes. Details and results for these games are in Supplementary Material B.

Over the past three decades, behavioral and experimental economists have made huge progress in identifying the stylized facts of these games (see (28)). However, an empirical understanding of how strategic behavior varies across these games remains an open question.

The multi-game protocol of our experiment allows us to observe each player’s strategic profile across many different games and hence to look for an empirical relationship in strategic behavior between games. If a player follows the Nash Equilibrium, then he might believe his opponents are also rational and best respond to such a belief. Moreover, he has to believe his opponents would also best respond to a rational strategic profile so that the choices and beliefs are consistent in equilibrium, yielding perfect behavioral correlations across games.

Reaching an equilibrium requires that all players behave fully rationally. If this is not the case, players may choose non-equilibrium strategies and correlations in behavior across games are weakened. For instance, (29) and (30) suggest that observed strategic sophistication are not only determined by the reasoning ability of subjects but also by their beliefs about opponents’ sophistication. Psychological factors other than bounded rationality, such as social preferences, can also drive players to deviate from the equilibrium. However, it is not clear if there is any association in dis-equilibrium behavior across different games. Here we take advantage of our
design to investigate correlations in strategic measures across games or attributes.

Specifically, we use two approaches to analyze these correlations. First, we explore how an individual’s sophistication level, as classified by their first guesses in the \( p \)-beauty contest game (also their first choice in the experiment), is correlated with their behavior in the other seven games by a subsample analysis. Second, we compute pairwise Spearman’s rank-order correlation coefficients of raw choices in each of the eight games/tasks to summarize the empirical relationship across all games.

We construct 7 measurements of strategic behavior and risk attitudes. Three measurements are related to social preferences: whether a player exhibited strong free-riding behavior in the public good game, the proposal offer made in the ultimatum game and the investment made in the trust game. Three other measurements capture strategic sophistication: the initial guess in the beauty contest game, the average take rate in the first decision node of the centipede game and the frequency of following the BNE in the voter turnout game. The last is the number of safe options chosen in the risk elicitation task, measuring risk aversion. See Supplementary Material B for the analysis of each measurement and Supplementary Material E for additional subsample analysis. Supplementary Table 4 summarizes all 7 behavioral measurements.

Subsample Analysis

We disaggregate the data according to subjects’ initial guesses in the \( p \)-beauty contest game using a level-k classification. Following (J9), we assign level 0 to those choosing the midpoint of the guessing interval (or higher). Thus, a level 0 (\( L_0 \)) subject would guess 50 or higher. A level 1 (\( L_1 \)) subject would guess less than 50, but greater than or equal to \( 2/3 \times 50 = 33.33 \), i.e., in \([33.33, 50)\), and so on. We group subjects with a guess less than 14.81 in the most sophisticated category (\( > L_3 \)). Supplementary Figure 4The distribution of levels based on the initial guess in the beauty contest game. The blue bars and red bars show the classification
results from Experiments 1 and 2, respectively. The p-value of the Kolmogorov-Smirnov test is provided in the figure. The classification result, indicating no significant difference between Experiments 1 and 2 (Kolmogorov–Smirnov Test: $KS = 0.0727$, $p = 0.148$).

We report on the means and 95% CIs of other game/task measures disaggregated by level type in Figure 4. Non-parametric trend tests are used to identify monotonicity. For instance, the first panel shows how the risk aversion index varies with the level types, where we find no monotonic trend in either Experiment 1 or 2 (Experiment 1: $p = 0.506$; Experiment 2: $p = 0.119$). Similarly, we find no significant monotonic trends in the average take rate at the first decision node of the centipede game (Experiment 1: $p = 0.221$; Experiment 2: $p = 0.073$) or the amount of investment in the trust game (Experiment 1: $p = 0.204$; Experiment 2: $p = 0.718$).

By contrast, we find significant monotonic trends in the frequency of being a strong free-rider in the public good game (Experiment 1: $p < 0.001$; Experiment 2: $p = 0.004$) and the proposal offer in the ultimatum game (Experiment 1: $p = 0.003$; Experiment 2: $p = 0.024$).

The trend in the frequency of following the BNE threshold strategy in the voter turnout game is the only measure that is not consistent between Experiments 1 and 2. In Experiment 1, more sophisticated players by level-k type are more likely to follow the BNE ($p = 0.018$) but the trend is insignificant in Experiment 2 ($p = 0.711$).

Broadly speaking, the monotonic trends are similar across experiments, suggesting that the underlying cause of the correlations is immune to the experimental population. Focusing on the strategic measures with significant trends, we find that the pattern is consistent with the direction of Nash equilibrium—more sophisticated players are more likely to choose the strictly dominant strategy of contributing nothing in the public good game and their offers are closer to the subgame perfect equilibrium in the ultimatum game. This demonstrates the predictive
power of the equilibrium while its sensitivity to the beliefs about other players’ behavior.

**Spearman’s Rank-Order Correlation Coefficients**

Figure 5 summarizes the pairwise Spearman’s rank-order correlation coefficients for the 7 measures used in the prior section. We apply the Bonferroni correction to counteract the problem of multiple comparisons for the significance testing of the correlation coefficients.

Similar to the subsample analysis, we observe a significant negative correlation between the initial guess and strong free-riding behavior (Experiment 1: \( \rho = -0.2129, p = 0.0003 \); Experiment 2: \( \rho = -0.1458, p = 0.0136 \)). Moreover, proposers who offer less in the ultimatum game are more likely to be a strong free-riders (Experiment 1: \( \rho = -0.1606, p = 0.0923 \); Experiment 2: \( \rho = -0.2076, p = 0.0106 \)). This result suggests that the players tend to adopt similar reasoning processes in the beauty contest game, the public good game and the ultimatum game—which is consistently in the direction of the Nash equilibrium.

Furthermore, Figure 5 shows that the more risk averse players are significantly less likely to be strong free riders (Experiment 1: \( \rho = -0.1380, p = 0.0261 \); Experiment 2: \( \rho = -0.1713, p = 0.0011 \)). This significant correlation is unexpected from the perspective of equilibrium since being a strong free-rider is a strictly dominant strategy. That is, a payoff maximizing player should choose this regardless of his risk preference. This finding suggests that while Nash equilibrium has predictive power in understanding dis-equilibrium behavior, it cannot be the sole explanation. Alternatively, models with social image concerns can support such an empirical relationship if players believe there is a non-trivial probability that their behavior is “observed”—viz. the “audience effect” (see (31)).

Finally, the insignificant correlation between the risk preference measure and the amount of investment in the trust game is consistent with the finding in (11). Conceptually, sending money to another player in the first stage of the trust game is an uncertain prospect and hence the cor-
relation between investment and risk aversion is plausible. Yet, the insignificance indicates the players in the trust game do not view the investment as a gamble. Instead, the weak correlation between the investment amount and the take rate in the centipede game that we found in Experiment 2 ($\rho = -0.2472$, $p = 0.0755$) suggests that investment behavior is potentially related to the belief forming ability in a multi-stage game.
Fig. 4: Means of the game-play behavior for each level classified based on the initial guesses in the beauty contest game. Bars indicate the 95% CIs. The p-values of non-parametric trend tests are provided in the figures.
Fig. 5: Pairwise Spearman rank-order correlation coefficients of strategic behavior. Color-coded correlation coefficients indicate statistical significance with Bonferroni corrections. We use warm colors for positive correlations and cold colors for negative correlations. A darker color implies the correlation coefficient is more statistically significant. The left panel shows the correlation matrix for Experiment 1 and the right panel is for Experiment 2.

**Experiment 1 Spearman Correlation Matrix**

<table>
<thead>
<tr>
<th></th>
<th>Risk Aversion</th>
<th>Initial Guess</th>
<th>Follow BNE</th>
<th>Take Rate at Node 1</th>
<th>Strong Free Rider</th>
<th>Proposal Offer</th>
<th>Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Aversion</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial Guess</td>
<td>0.0176</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.000]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow BNE</td>
<td>0.0109</td>
<td>-0.1056</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.000]</td>
<td>[0.7108]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take Rate at Node 1</td>
<td>-0.0232</td>
<td>-0.0979</td>
<td>0.0168</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong Free Rider</td>
<td>-0.0880</td>
<td>-0.2129</td>
<td>0.0989</td>
<td>0.3156</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.8951]</td>
<td>[0.0800]</td>
<td>[0.3197]</td>
<td>[0.7412]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposal Offer</td>
<td>0.0302</td>
<td>0.2046</td>
<td>-0.0644</td>
<td>-0.0437</td>
<td>-0.1606</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.0000]</td>
<td>[0.0637]</td>
<td>[0.0000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>-0.0129</td>
<td>-0.0645</td>
<td>0.0436</td>
<td>-0.1642</td>
<td>-0.0571</td>
<td>-0.0465</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[0.8931]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
</tr>
</tbody>
</table>

**Experiment 2 Spearman Correlation Matrix**

<table>
<thead>
<tr>
<th></th>
<th>Risk Aversion</th>
<th>Initial Guess</th>
<th>Follow BNE</th>
<th>Take Rate at Node 1</th>
<th>Strong Free Rider</th>
<th>Proposal Offer</th>
<th>Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Aversion</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial Guess</td>
<td>0.0610</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.0000]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow BNE</td>
<td>-0.0051</td>
<td>-0.0163</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take Rate at Node 1</td>
<td>0.0684</td>
<td>-0.1075</td>
<td>0.0802</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong Free Rider</td>
<td>-0.1713</td>
<td>-0.1458</td>
<td>0.0893</td>
<td>0.1152</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0011]</td>
<td>[0.0136]</td>
<td>[0.7676]</td>
<td>[1.0000]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposal Offer</td>
<td>0.1524</td>
<td>0.1436</td>
<td>-0.0755</td>
<td>0.0442</td>
<td>-0.2076</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.2358]</td>
<td>[0.3688]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[0.0196]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>-0.1062</td>
<td>0.0048</td>
<td>0.0334</td>
<td>-0.2472</td>
<td>0.0016</td>
<td>0.0547</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td>[0.7751]</td>
<td>[1.0000]</td>
<td>[1.0000]</td>
<td></td>
</tr>
</tbody>
</table>

Positively Correlated  | [p<0.01] | [p<0.05] | [p<0.10] | [p<0.10] | [p<0.05] | [p<0.01] | [p<0.01] | [p<0.05] | [p<0.10] | [p<0.05] | [p<0.01] |
Uncorrelated          | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] | [p>0.10] |
Negatively Correlated  | [p<0.01] | [p<0.05] | [p<0.10] | [p<0.10] | [p<0.05] | [p<0.01] | [p<0.01] | [p<0.05] | [p<0.10] | [p<0.05] | [p<0.01] |
Discussion

We have demonstrated the possibility of conducting large, repeated, multi-game economic experiments with mobile phones and mobile payments. Our results, particularly for small groups and 2-player games or individual decision making tasks are similar to findings from traditional laboratory experiments which provides reassurance that our mobile platform does not appear to affect subject behavior. At the same time, we are able to leverage our large-scale, multi-game approach to obtain interesting new findings on group size effects and correlations in strategic behavior across games that would be difficult to obtain in traditional, limited capacity laboratory settings. We have further demonstrated that our approach does not require that subjects participate in-person; we have repeated our experiment a second time with subjects playing the same set of games remotely, and we obtain similar results. This replication of our original findings one year later with similar results builds confidence in the robustness of our findings and suggests that differences in the degree of physical control and/or social context between participating in-person or remotely may be less impactful on subject behavior for the scenarios we tested than was previously thought.

Our methodology provides an exciting and promising way forward for experimental research in the post-COVID-19 era, not only for classic lab-type experimentation but also for randomized control trial (RCT) experiments conducted in the field and remotely online. Indeed, our approach blurs the difference between laboratory and field RCTs.

Experiments hosted on the cloud can scale efficiently to run with hundreds or thousands of in-person or remote participants. User interfaces and incentives can be kept consistent across device types to ensure comparability of results. Combined with mobile payments, our tools and approach can significantly lower the costs of and create new opportunities for running laboratory, field, and online experiments.
We recognize that there are rival, labor-saving ways of implementing the large scale, repeated multi-game experiment that we conducted and report on in this paper. For instance, social science researchers can and have used on-line workers (e.g., on Amazon’s mechanical Turk) or large, on-line panels of subjects (e.g., Prime panels). However, using common-pool online workforces also has its drawbacks; worker payments are low and set by market-wide conditions rather than by the experimenter; there is the risk of bot players, or players playing on multiple accounts at the same time leading to more screening of subjects and cleaning of data; finally, players on such platforms might be very experienced (less naive, less pro-social) about social science research questions than is the general population. Our approach allows for the quick recruitment of any sample of subjects (including the traditional sample of university student subjects), with fewer of the downsides of online workforces or panels.

Our findings provide the first important proof of concept for a new methodology of controlled experimentation using mobile platforms and payments. We hope that others build upon our approach.

**Method**

Our experiments were conducted using MobLab, an online, cloud-based educational platform for conducting economics experiments using web browsers and/or mobile devices. The eight games used in the experiment were pre-programmed by MobLab. In both Experiment 1 and in the remotely conducted Experiment 2, we presented game-specific instruction slides before the start of each game so that subjects had no prior knowledge of subsequent games. The screenshots, instructions, and configurations of the games can be found in Supplementary Material F.2.

There were 633 players in Experiment 1 and 585 players in Experiment 2 who participated in at least one of the eight games. For both Experiments 1 and 2, students at the summer camp
had recently completed their third year of university study. On the day before the experiment, a survey was sent to the participants to collect demographic data on gender, place of origin, cognitive reflection test (CRT) scores and participant’s (self-reported) score on China’s National College Entrance Examination (NCEE), commonly known as the Gaokao score.

Experiment 1 took place in an auditorium with a capacity of 800 seats. Before the experiment, students were randomly assigned to two matching pools, section A (large groups) and section B (small groups), and seated in separate areas of the auditorium. It was made common knowledge that the players would only be matched with other players within the same section (either A or B) through all eight games, and group membership was shuffled between but not within games.

The 2020 Summer Camp and Experiment 2 were held online due to the COVID-19 pandemic. The recruitment procedure was the same as in Experiment 1 while the implementation of the randomization was different. Participants were randomly assigned and invited by email to join two separate MobLab classes. Players would only match against other players within their class / matching group. As in Experiment 1, it is common knowledge to all subjects that they would only be matched with the subjects in the same matching group while being re-matched before each game. See Supplementary Material F.1 for details of the implementation.

At the beginning of both experiments, we communicated to subjects that their decisions and corresponding points earned from all games would matter for their final payment. They were told to expect a show-up payment of 10 CNY for participating in the experiment. The average payoff per game was 3 CNY with a final payment being the sum of participant’s show-up payment and total payoff across all 8 games. In Experiments 1 and 2, the overall average total payment was 37.61 CNY (≈ 5.42 USD) and 40.00 CNY (≈ 5.77 USD), respectively, or roughly the equivalent of 2 hours of work as an undergrad TA in China. Subjects were paid on Alipay, the payments platform of Alibaba, which is ubiquitous in China and is also the world’s largest
mobile payment platform. Their account information was collected before the experiment with consent and was only used for this experiment. Due to technical issues and frustrations faced by participants during some parts of Experiment 1, we decided to increase and smooth the average payment per participant, ex post. For each successfully completed game, a participant was awarded a payoff of 0.0205 CNY \times \text{the points earned in that game. For games that could not be joined or completed, they were awarded the average payoff earned by participants who had successfully completed that game. The final participant payoff was the sum of their show-up payment of 10 CNY and their game based payment with a minimum payment floor of 27 CNY for all participants.}

A weakness of our within-subjects design is that the order of play of the games may matter, for instance there may be spillover effects from one game to the next. However, our ability to replicate many results under somewhat weaker control conditions than is typically employed, speaks to the robustness of those experimental findings.
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Notes

1 Online workforces such as Amazon’s Mechanical Turk provide a similar opportunity for large-scale experimentation, but they cannot be conducted in-person and they involve less control over participants’ attention, participation, and interactions, especially in some of the multi-player games that we study here. See (32) for a further discussion.

2 Other experimental studies focusing on group size effects include (33) and (34) who look at how large groups of players, up to size 100, play the volunteer’s dilemma; (35), (36) and (37) who look at asset pricing in markets with large number of subjects, between 40-300.

3 As (24) point out (footnote 4), the only experimental paper reporting greater turnout by minority team members in a majority rule setting is (9).

4 In July 2019, we were alerted to an opportunity to conduct an experiment on a group of college students participating in a summer camp at Xiamen University. We had only about 20 days advance notice to design and implement an experiment that could make use of the population of more than 600 students attending the camp. For this opportunity, we selected from among a pre-programmed suite of economic experiments developed by MobLab that could run on mobile devices, scale well to large groups, and offer potentially interesting cross-game correlations in behavior and outcomes to study. The design and implementation of the experiment was reviewed and approved by the organizing committee of the summer camp from the School of Economics, and the Managing Department (Division) of Social Sciences at Xiamen University.
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